
Research Questions

1800+ tasks; 17.5M+ (prompt, response) samples in total; and a 
limited finetuning budget of only - say 100,000 samples?? 😕

How many samples to select from each task? And which samples?🤔

And, do we really need all tasks? 😅 

May be only a few representative tasks are enough… 🤷

Submodular Functions

A set function 𝑓:	2𝒱 → 	ℝ is called a submodular function if the 
following diminishing gains property is satisfied:
𝑓 𝑋 ∪ 𝑣 − 𝑓(𝑋) ≥ 𝑓 𝑌 ∪ 𝑣 − 𝑓 𝑌

∀	𝑋 ⊆ 𝑌 ⊆ 𝒱; 	𝑣 ∈ 𝒱 ∖ 𝑌

Example – Consumer costs are typically submodular:

Examples of Submodular Functions

(𝒱 is the ground set and 𝑋 ⊆ 𝒱)

 𝑠"# is the similarity between two elements 𝑖 and 𝑗 of the ground set 
and 𝒮$ is the similarity matrix between items in 𝑋

Facility Location models representation; Log Determinant models 
diversity; Graph Cut models a trade-off between representation and 

diversity controlled by the parameter 𝜆.
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𝑓 	 − 𝑓 	 ≥ 𝑓 	 − 𝑓 	

The SMART Algorithm

Choosing (𝒇𝟏, 𝒇𝟐)	
 A Grid Search revealed that:

Ø Graph Cut works best for 𝑓%
Ø The optimal 𝑓& however, also depends on number of tasks (𝑀') – For 

higher 𝑀's, each task on average gets a relatively low budget and the 
need for representation dominates the need for diversity; however, 
when there is sufficient budget for each tasks (lower 𝑀's), the need for 
diversity takes over.

𝑴# = 𝑴

𝑴# < 𝑴
(Weighted avg. of exact matches on MMLU-zeroshot and BBH-zeroshot)

💡Take Home Message💡

In a low budget setting, rather than scaling the number of 
tasks, identify a few representative tasks and sample more 

from them to get a bigger bang for the buck!! 😃

This is NP-complete in general.
But if 𝑓	is monotone submodular, 
then a simple greedy algorithm 
can be used to find an 
approximate solution with 
the following guarantee:
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Let’s say we have a collection of 𝑀 instruction-formatted task datasets - 
𝒟 = {𝑇!, 𝑇", … , 𝑇#}, where each 𝑇$ = (𝑝𝑟𝑜𝑚𝑝𝑡$% , 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒$%) %&!

'!"  

consists of 𝑁("  (prompt, response) pairs such that ∑$&!# 𝑁(" = 𝑁.

Given an 𝑀) ≤ 𝑀 and an 𝑁) ≤ 𝑁, how do we select a subset of 𝑀) tasks 
𝒟′ = {𝑇!), 𝑇"), … , 𝑇#)) } (𝒟′ ⊆ 𝒟), and subsequently 𝒮 = {𝑆!, 𝑆", … , 𝑆##}, 
where 𝑆% ⊆ 𝑇%  and ∑%&!##

|𝑆%| = 𝑁) , such that fine-tuning on 𝒮 alone is 
(nearly) as effective as fine-tuning on the entire 𝒟?

Stage-1: Weighted Task Subset Selection
𝒟) = arg	max
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If {𝑔!, 𝑔", … , 𝑔##} are the corresponding value gains, then the task budgets 
are computed as 
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Stage-2: Instance Subset Selection
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Cardinality Constrained Submodular Maximization


